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Abstract

In this paper, we present a parallel three-dimensional Poisson solver for the electrostatic potential of a charged beam in a
round or rectangular conducting pipe with open-end boundary conditions. This solver uses an eigenfunction expansion in the
transverse direction and a finite difference method in the longitudinal direction. The computational domain in the longitudinal
direction contains only the beam since only the potential inside the beam will be calculated. The potential on both ends of the
beam is matched into the source-free region for each eigenmode. This method avoids the use of a large computational domain
outside the beam to implement the open boundary condition. This saves unnecessary computational time and memory storage
that would be required if a large computational domain was used to simulate the open boundary. Parallel implementation
using a two-dimensional domain decomposition approach and a message passing paradigm shows good scalability on both
distributed memory machines and distributed shared-memory machines. This solver has important applications in accelerator
physics studies that involve modeling high-intensity beam dynamics. As a specific example, we present results from large-scale
simulations of beam halo formation in a linear acceleratd@001 Elsevier Science B.V. All rights reserved.
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1. Introduction

Solving the three-dimensional Poisson equation in a conducting pipe has important applications in beam
dynamics studies in accelerator physics. Recently, there has been increasing interest in utilizing high intensity
beams for future accelerator applications, e.g., accelerator-driven spallation neutron production for basic and
applied research, the accelerator production of tritium and the accelerator transmutation of radioactive waste.
These projects place extremely stringent requirements on patrticle loss, since even very small losses can lead
to unacceptably high levels of radioactivity that can hinder or prevent hands-on maintenance. Such losses are
known to be associated with a low density region of particles (called beam halo) radially far from the beam
core. Understanding and predicting beam halo is a major issue for future accelerator applications involving high
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intensity beams. To model the details of such a system, which involves strong self-fields as well as highly complex

externally applied fields, leads us to a full Poisson—Vlasov description. The most widely used method in accelerator
physics for solving the Poisson—Vlasov equations is the particle-in-cell (PIC) approach [1-6]. A key issue in these

simulations is to solve the Poisson equation efficiently, at each time step, subject to the appropriate boundary
conditions. Of particular importance is the computation of the electrostatic potential of a charged beam inside a
conducting pipe with open ends.

A number of methods for solving Poisson’s equation have been studied [7-15]. However, all of these methods
deal with the situation with a closed computational domain. For a system with open boundary conditions, a brute
force method is to solve Poisson’s equation on a large domain so that the potential vanishes on all edges of domain.
Furthermore, the choice of computational domain is not straightforward and usually requires solving Poisson’s
equation twice to ensure the computational domain is large enough. This is inefficient for beam dynamics studies,
since only the potential inside the beam is needed. Hockney et al. suggested an efficient method using fast Fourier
transforms (FFTs) and zero padding to calculate the potential inside the beam with the open boundary condition
in all three directions [14,15]. In an accelerator, the aperture of the beam pipe may be small in order to save
cost, hence the effects of the conducting pipe on the beam are not negligible. The Poisson equation for the beam
potential will have a finite boundary condition in the transverse plane and an open boundary condition in the
longitudinal direction. A capacity matrix method has been used to find the image charge on the conducting wall
and applied to the open boundary calculation including both the image charge and the beam charge as source terms
to obtain the potential inside the beam [3]. However, this method involves calculating the capacity matrix and
solving Poisson’s equation twice, and is not computationally efficient. An efficient algorithm in a two-dimensional
plasma slab has been studied by Buneman and Langdon et al. [12,13]. This method uses a Fourier transform
for the periodic boundary condition and an analytic solution of a finite difference equation in the free space
region to set the boundary conditions on the open ends of the slab. In this paper, we generalize this algorithm
to a three-dimensional conducting pipe by expanding the potential and source term in the transverse plane by
the eigenfunction corresponding to the pipe and solving for the longitudinal dependence using a finite difference
approximation inside the beam. The longitudinal dependence outside the beam can then be solved analytically for
each transverse eigenmode. This solution is used to match the solution on both ends of the beam and to provide the
boundary conditions needed for the Gaussian elimination of the potential inside the beam. This algorithm is also
parallelized using a two-dimensional domain decomposition method and implemented using the message passing
interface (MPI). All the communication operations are contained in a parallel matrix transpose.

The organization of this paper is the following: The physical model and numerical methods are described
in Section 2. The parallel algorithm using MPI on distributed parallel machines is discussed in Section 3. An
application of the solver to a simulation of beam halo formation in a linear accelerator transport system is presented
in Section 4. The conclusions are drawn in Section 5.

2. Physical model and numerical methods

The physical system under consideration is a bunched charged-particle beam inside a conducting pipe. The
length of the pipe is assumed to be infinitely long compared with the bunch length. Also, if we are considering a
train of bunches, the effect of neighboring bunches is assumed to be negligible. For example, in a high-power radio
frequency proton linear accelerator (linac), the linac is hundreds of meters long while the bunch length is typically
of order millimetres to a centimetre. Also, the separation between bunches is of order 10 cm. The potential outside
of the bunch will fall to zero after some distance in the longitudinal direction. In the transverse direction, the radius
of wall is typically of order centimetres, and the potential is set to zero by grounding the conducting wall of the
pipe. In regard to accelerator design, the wall radius is chosen to balance cost and risk. The larger the radius, the
more expensive the machine will be. However, if the radius is too small, this increases the risk of particle loss and
resulting radioactivity.



20 J. Qiang, R.D. Ryne/ Computer Physics Communications 138 (2001) 18-28

The electrostatic potential generated by the charged particles follows from the Poisson equation. For the round
pipe, we write this equation in cylindrical coordinates as:

P¢ 1o  13% % p )
arZ2  rar  r?962 972 €’

whereg is the electrostatic potentiad, is the charge density, arg is the permittivity of vacuum. The boundary
conditions for the above Poisson’s equation are:

¢(r=a.0,2)=0, 2
¢(r,0+21,2) =¢(r.0,2), 3
¢(r,0,z==200)=0, (4)

whereuq is the radius of the conducting pipe.

The periodic boundary condition for the potential alongéhtrection suggests the use of a complex exponential
eigenfunction in that direction. A Bessel function is the appropriate eigenfunction in the radial direction. Hence,
we can expand the potentialand source term as follows,

Nn/2-1 N

p(r.0,2)="Y > p"(@)Ininr) eXp—imb), ()
m=—N;, /2 1=1
Nn/2-1 N
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whereyy,, is a solution of
I (Vlma) =0. (7)

The p'™(z) and¢'™ (z) are determined from
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Multiplying Eq. (1) by exgimé)r J,, (vin,r) and integrating from 0 tos/2 and O toa, we obtain

32 Im Im
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Assuming that the length of the bunclrig, for the region outside the beam we have
32¢lm (Z)
922

Using the boundary conditions alongthe above equation has a solution of the form,

—y2,9"(z) =0. (11)

¢ (2) = eXp(—yimz). 2> 2n. (12)
¢ (2) =explymz).  z<O. (13)
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Inside the bunch, using a central finite difference scheme yields

Bty = 200" + diy 2 m_ P (14)

hg Im%n PR ’
wheren =0,1,2,3,..., N andh, is the mesh size in the direction. This is a group oN + 1 linear algebraic
equations withV + 3 unknown variables for each motandm. However, on both ends of the bunch, the potentials

have to be continuous. Using Egs. (12), (13), we have
¢ = exp—yimh)¢g",  n=0, (15)
¢§\r]n+1 = eXp(—)/lmhz)¢>§\’/", n=N. (16)
After substituting the above equations into Eq. (14), we obtain a group of tridiagonal linear algebraic equations for

n=0,1,..., N, which can be solved using a Gaussian elimination method in a titng.O
For a rectangular conducting pipe, the Poisson equation is written in Cartesian coordinates as

Ix2  9y2 972 _% (47)

with boundary conditions
¢(x=0,y,2) =0, (18)
p(x=a,y,z) =0, (19)
¢(x,y=0,2) =0, (20)
¢p(x,y=b,2) =0, (21)
¢(x,y,z==200) = 0, (22)

whereq is the horizontal width of the pipe artdis the vertical width of the pipe. Expanding the source teramd
potentialg using two sine functions yields

Ni Nm
px,y, )= > p" () sinex) SiNBay), (23)
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N Ny
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where
4 a b
p'"(z) = E//p(x,y,z) sin(ax) Sin(By), (25)
00
4 a b
¢ (2) = E//rb(x,y,z)Sin(ozzx)Sin(ﬂmy), (26)
00
wherew; = I /a andB,, = mm /b. After substituting these equations into Poisson’s equation, we obtain
82¢lm(Z) > i plm ()
A A =_ 27
BZZ ylmd) (Z) o ) ( )

whereyﬁn = a12 + B2 . The potential inside the bunch can be found following the same procedure as for the round
pipe by matching the solution of the potential inside and outside the bunch. The resulting finite difference equations
inside the bunch are then solved using Gaussian elimination.
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3. Parallel implementation

A two-dimensional domain-decomposition approach is employed to implement the above algorithm on high
performance computers. A schematic plot of the two-dimensional decompositioi+arp&ane for the round pipe
and y—z plane for the rectangular pipe is shown in Fig. 1. The solid grid lines define the computational domain
grids. The dashed lines define the local computational domain on each processor. The physical computational
domain is defined as a 3-dimensional box with ranger0< a, 0< 0 < 2, and 0< z < zy . Here,a is the radius
of the round pipe andy is the length of the bunch. The domain is decomposed of-thelane into a number
of small rectangular blocks. These blocks are mapped to a logical two-dimensional Cartesian processor grid. Each
processor contains one rectangular block domain. Since all the grids used here are uniform in all three dimensions,
each processor will contain an equal volume block to achieve a good load balance. The local range of a block on
a single processor is defined asi@ < a, idpyAd <0 < (idpy + 1)Af, and idpzAz < z < (idpz + 1)Az. Here,
idpy and idpz are the processor coordinates in the Cartesian processor grid. The quaititesl Az are given
by A6 = 27 /Nprocy, Az = z /Nprocz, whereNprocy andNprocz are the number of processors along theand
z-directions, respectively, in the two-dimensional processor grid. The local number of computational grid points
along each dimension on a single processor is defined as:

Nriocal = intla/h,]+ 1, (28)
Nbjocal = int[(idpy +1)A6/ hg| — intlidpy AO/hg] + 1, (29)
Nziocal = int[(idpz + 1) Az/h.| —intlidpz Az/h ]+ 1, (30)

wherenh,, hg, andh,; are the mesh sizes along the6- andz-directions, respectively. For the processor containing
the starting grid in the global mesh, there is one more grid point along-tardz-directions.

After mapping the physical domain onto processors, computation can be done on each processor. Since all
the mesh points which store the coefficients of expansion polynomials aldnghe round pipe and along
x in rectangular pipe are assigned to a single processor, the Bessel function expansion and the sine function
expansion in these directions can be done simultaneously for all processors. Communication is required to move
the data among processors for the Fourier transformation alon@-tbe y-direction. In the forward Gaussian
elimination, the processor below has to wait until the above processor finishes its calculation and sends the
data to it. To avoid this situation, we define a global transpose operation. Whenever the Fourier transform

boundary grid

[l bt B ' R R

guard grid

F-F-=---|---94-44
L-F---[-]-4-1a1

7 physical boundary

Fig. 1. A schematic plot of two-dimensional decompositiorden or y—; domain.
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or Gaussian elimination are required in one dimension, that dimension is transposed with the serial
dimension so that each processor contains all the mesh points along that dimension. Then, computation can
be done on all processor simultaneously. The transpose will move the data among processors and requires an
all-to-all communication. The global all-to-all communication used here to solve the tridiagonal system can be
avoided by using a parallel tridiagonal solver [16—19]. In the parallel tridiagonal solver, the original tridiagonal
system is partitioned into a number of subsystems and distributed among processors. Then the subsystems on
each processor are reduced in parallel intoshaped matrices. The reduced subsystems are solved for the
unknowns on the boundary of each processor. The number of equations for the unknowns is proportional to
the number of processors. Interprocessor communication is required to solve the reduced system. However, it
can be significantly reduced using a folded skip-decoupling scheme described by Lambert et al. [19]. Using the
substructured techniques, the bottleneck associated with the serial Gaussian elimination can be minimized in the
parallel domain-decomposed implementation. We expect this will improve the performance of our 3D Poisson
solver proposed in this paper.

The performance of the code was tested on the Cray T3E-900, the SGI Origin 2000 and the IBM SP RS/6000.
Fig. 2 shows the execution time as a function of processor number on the three machines. The fixed size of
the problem is 12% 129 x 129. Good scalability is seen on all three machines. The performance of the code
on the Origin is better than that on the T3E and SP machines. This may be due to the faster clock speed of
the Origin (250 MHz) than the SP (200 MHz) and to the larger cache size of the Origin (4 MB) than the T3E
machine {100 KB). Another reason for slower performance on T3E machine can be due to the default double
precision running on this machine. To understand the details of the computational cost in the Poisson solver, we
also measured the time spent on each dimensional operation, i.e. Bessel expansion, Fourier transformation, and
Gaussian elimination, as a function of processor number for the fixed problem size on the Origin. The results are
given in Fig. 3. The Bessel function expansion takes more than 80% of the total computational time due to the
O(N?) cost of the matrix—vector multiplication. However, it has very good scalability with increasing number of
processors since all the computation is done locally. The Fourier transform and Gaussian elimination are much
faster than the Bessel expansion but have poorer scalability. This is due to the transpose used in these operations,

Cray T3E-900 —+—
SGl Origin 2000 ---%---
35 F e IBM SP RS6000 %

log(Time)

-1 1 1 1 1 1
0 1 2 3 4 5 6
log(PEs)

Fig. 2. The log base 2 time cost as function of log base 2 number of processors on Cray T3E and SGI Origin and IBM SP for cylindrical case.
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L} T
Fourier transformation —+—
Bessel expansion ---x---
Gaussian elimination ---%---

log(Time)

3 1 1 1 1 1
0 1 2 3 4 5 6

log(PEs)

Fig. 3. The log base 2 time cost of three major components, Fourier transformation, Bessel expansion, and Gaussian elimination, as a function
of log base 2 number of processors on SGI Origin for cylindrical case.

120x129x129 —+—
129x129x258 --x---
30 b -

25

20

speedup

10

70

PEs

Fig. 4. The speedup as a function of processor number on Cray T3E with different problem size for cylindrical case.

which requires an all-to-all global communication. Fig. 4 shows a comparison of speedup as function of the
number of processors for two different problem sizes, 229 x 129 and 129 129 x 258. It is seen that

with increasing problem size, the speedup also increases. This shows that the code is more efficient with a larger
problem size.
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4. Application

An example has been used to test this solver with an analytical solution of Poisson’s equation for an axisymmetric
beam in a round pipe. The charge density function is assumed to be given by

exp(—10(r +2)?), r <0.5a, 0.0< z < zw,
p(r.z) = 5D
0.0, r > 0.5a.

The analytical solution for this problem is given by

+00 00
1 "= ’
d(r,z) = a_eo nX:; %/ O/ JO(,Bnrs)eXF(_,Bnk - Zz|),0(”s, Z5)1s dry dzg, (32)

whereJo(o,) = 0 andg,a = o, [20]. Fig. 5(a) shows the potential as a function-@ft three different longitudinal
locations,z = 0.0, z = 0.3zy, z = 0.76zy, from the numerical calculation and from the analytical solutions.
Fig. 5(b) shows the comparison of the potential as a functianaifthree different radial locations,= 0.016u,
r =0.3a, r = 0.61a. Here, the radius = 0.1027 m and the beam bunch lengh = 0.1025 m. The computation
grid number used here is 6567 x 65. It is seen that the numerical solution from the above algorithm and the
analytical solution agree with each other quite well. The slight differences in Fig. 5(b) are due to the finite numerical
resolution of the grid. By doubling the radial grid number from 65 to 129, the maximum error in this figure is
reduced by a factor of 7, which is withinZ% of agreement.

We also tested the above Poisson solver for the rectangular pipe using the analytical solution from a Green'’s
function method. The analytical solution of the potential is

[ ChENe e

2 (o, oo o] 1
o(x,y,2) = 5 E E — sin(oyx) SiN(B,y) / / / sin(agxs) SIN(B ys)
abeg Vim
I=1m=1 —00 —00 —00
X exd_ylmk - Zs|)p(xs’ Ys» Zs) dxs dys dzs. (33)
0.0012 T 0.0011 T
Analytical solution j Analytical solution
Numerical solution --—+-- ORI 5505, Numerical solution --—+--
Analytical solution -------- 0001 L X e Analytical solution -------- ]
hAum‘e{\ca} so:ut!on X 8 xx"xx hAum‘e{\ca} so:ut!on x
nalytical solution ———— | nalytical solution -—-—
0001 P9 o0s00 Numarical solution - .- % Numerical solution - % -
S 0.0009 | %,

0.0008 | 0.0008 - x

£
0.0007 ¥
0.0006

phi
phi
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0.0004 | 0.0005 |

0.0004 |
0.0002
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0.0002 . . . . L
0.12 0 0.02 0.04 0.06 0.08 01 0.12

z(m)

(a) (b)

Fig. 5. The potential in the round conducting pipe as a function of @&)three locations of, z =0, z = 0.031 m,z = 0.078 m, (b)z at three
locations ofr, » = 0.0016 m, = 0.031 m,r = 0.063 m from both numerical and analytical solutions.
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Fig. 6. The potential in the rectangular conducting pipe as a function of (@}h y = 0.00062 m at different locations af, z = 0.015 m,
z=0.031 m,z =0.047 m, (b)z with y = 0.00062 m at different locations af, x = 0.006 m,x = 0.012 m,x = 0.018 m from numerical and
analytical solutions.
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The charge density is assumed to have the distribution

[3a° - = $7][3p°— v - 9], 0.0<z<zy,

0.0, otherwise

p(x,y,2)= (34)

where the aperture size= b = 0.04 m and longitudinal bunch lengtly = 0.1025 m. Fig. 6(a) shows the potential
as a function ofx with y = 0.016 at z = 0.15z, z = 0.30zy, z = 0.46zx from the analytical solution and
from the numerical computation. Fig. 6(b) shows the potential as a functiarmath y = 0.016 at different
x =0.15q, x = 0.30z, x = 0.46a from the analytical and numerical solutions. It is seen that both solutions are
in good agreement in both the andz-directions. The computation grid used in this case is $2P9 x 129.
This gives maximum 5% discrepancy with the largest errors near the two ends of beam bunch. By increasing the
longitudinal grid number to 257, the maximum error is reduced by a factor of 2. Further increasing the longitudinal
grid number to 513 gives the agreement within 1%. In this example, the largest errors are near the ends of beam
bunch, whereas in the example of round pipe, the largest errors are near the middle of bunch. This is due to the fact
that the charge density in this example has a step function distribution alehgreas the density density function
in the previous example has a gradually longitudinal variation. The sharp density edges in this example also require
more longitudinal numerical grids to be used to resolve the potential distribution around the edges.

As an application, we have incorporated the parallel Poisson solver into a parallel particle-in-cell beam dynamics
code to study beam halo formation in an upcoming experiment [21]. In the simulation, the initial distribution
of particles is transported through a system of 52 alternating gradient quadrupole magnets that provide strong
transverse external focusing. Here, the initial distribution has 1 mm centroid offsedimdy-directions to account
for the possible misalignment of transverse focusing. The radius of the conducting pigecis.1The particles
moving along the transport system will be subject to the force generated by the external quadrupole magnets and
the self-force from the Coulomb interactions among charged particles inside the beam bunch. The self-force (also
called space charge force) can be obtained from the solution of three-dimensional Poisson equation using the
method described in the previous section. The computation grid number used herexi€$%29129. A split-
operator method has been used to transport the particles [6]. For each time step, the particles are advanced half
step using a transfer map corresponding to external field. Then, the space charge force is calculated by solving the
three-dimensional Poisson equation subject to external boundary conditions. This force is used to kick the particles
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Fig. 7. The accumulated density distribution in the £a) (b) y-directions after quadrupole magnet 49 with and without finite transverse
boundary conditions.

0.006

for one step in momentum space. The particles then move another half step using the transfer map from external
field. Fig. 7 show the accumulated density distribution in bothathand y-directions after quadrupole magnet
number 49 where the measurement will be taken. The particle distributions obtained from the Poisson solver with
open transverse boundary conditions (i.e. no finite wall) are more peaked than the ones with a finite conducting
wall boundary condition. The broader distribution from the conducting wall is due to the image charge effects on
the conducting wall. These results show that it will be important to include the transverse finite boundary condition
in order to accurately model the beam dynamics in the upcoming halo experiment.

5. Conclusions

In this paper, we have presented a parallel 3-dimensional Poisson solver for the electrostatic potential of a
charged beam in a round or rectangular conducting pipe with open-end boundary conditions. Instead of solving
Poisson’s equation on a large domain so that the potential vanishes on the boundary, we solve Poisson’s equation
in a domain containing only the bunch by using an eigenfunction expansion in the transverse direction and a
finite difference method in the longitudinal direction with matching conditions on both ends. This method avoids
the use of a computational domain outside the beam and hence is more computationally efficient. A parallel
implementation using a two-dimensional domain decomposition approach with message passing shows good
scalability on the Cray T3E, SGI Origin 2000, and IBM SP3. Tests against analytical solutions for the round pipe
and rectangular pipe show excellent agreement. An application to the study of beam halo formation in a planned
experiment shows that the inclusion of the conducting pipe in the computer model is important to accurately predict
the beam distribution function.
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